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1. Introduction

The advent of new technology has often brought about significant societal changes and a range of positive and negative impacts. In some cases, the introduction of new technology has resulted in the creation of unanticipated social problems. Unfortunately, as history has all too often demonstrated, awareness of the potential negative consequences of any new technological innovation, and thus opportunities to mitigate those consequences, is often lacking, and it is only after a new technology is put to use or brought to market that the problems become evident. For example, the rise of the Industrial Revolution in the 18th and 19th centuries led to the growth of cities and the development of new forms of work and leisure, as well as new social problems such as pollution, overcrowding, and the exploitation of workers. Similarly, the widespread adoption of the Internet and the rise of social media in the 21st Century have significantly improved how we communicate and access information but have also contributed to new social problems impacting public health, such as Internet addiction, cyberbullying, online harassment, self-directed violence, and social isolation (Luxton et al., 2012; Schou Andreasen et al., 2016). While technological impacts on societal change are often gradual and incremental, such as with the examples mentioned above, history has shown that sudden technological disruption can cause intense reactive fear and anxiety, such as following the detonation of the first atomic weapons and the launch of Sputnik in the mid-20th Century.

The rise of artificial intelligence (A.I.) has also been incremental and with leaps, and the topic of both enthusiasm and consternation. The last few years have been especially exciting given the significant advancements in machine learning (ML), natural language processing, and computer vision, resulting in a major impact on the global economy (Dean, 2019; The White House, 2022). The development of powerful prompt-driven multimodal generative A.I. technologies, such as ChatGPT, has the potential to significantly transform the way in which we provide, receive, and share information in social interactions. One key impact of these technologies is their ability to generate a wide range of content, such as images, videos, and audio, based on a given prompt. This can enable the creation of new forms of communication and expression that may not have been possible before and can also lead to the automation of certain tasks that are currently performed by humans, such as content creation and moderation. Another potential impact of these technologies is their ability to interact with users in a dynamic and personalized way. This can enable the creation of immersive and interactive social experiences that can adapt to the interests and preferences of individual users.

Just like previous technological advancements, the latest in A.I. developments are having a range of impacts on society, both positive and negative. On the positive side, A.I. has the potential to increase efficiency and productivity by automating tasks and making better decisions than humans. This can lead to cost savings and increased competitiveness for businesses and governments that adopt A.I. technologies. A.I. can also create new opportunities for innovation and growth, as it can enable the development of new products and services across domains, such as art and entertainment, business, transportation, and healthcare, that were not previously possible.

There are also potential negative impacts of A.I. on society, such as the potential for job displacement as A.I. becomes more prevalent in various industries. This could lead to workers losing their jobs or requiring retraining for new roles, which could negatively affect their financial well-being. In addition, there are also concerns about the potential for A.I. to perpetuate and amplify biases and prejudices, which could lead to unfair and discriminatory outcomes that disproportionately affect certain groups of people. The increasing use of A.I. in various areas of society also carries with it the potential for psychological harm to individuals due to the potential loss of traditional humanitarian...
values. These values may include the principle of putting people first, the value of autonomy and self-determination, the right to privacy, and the importance of pride in one’s work.

Given the rapid emergence of generative A.I. and leaps in associated enabling technologies, such as cloud-based super-computing and virtual reality, sudden technological super-disruption is a possibility. We define super-disruptive A.I. as an advance in A.I. that profoundly and unexpectedly alters societal functioning at a large scale, whether caused by an incredible technological leap or incremental progression with cascading effects on society. We recognize that the impact of A.I. on society is complex and multifaceted, with both negative and positive outcomes as possibilities. It is therefore essential to consider the potential benefits and risks of A.I. carefully and to take steps to mitigate any negative consequences, such as investing in education and training programs to help workers adapt to the changing job market, as well as guidelines, regulations, and policies to ensure that the development and deployment of A.I. are responsible and ethical.

Our goal with this paper is to illuminate the psychosocial and psychological risks and implications of super-disruptive A.I., particularly those that have thus far received a lesser amount of discussion, such as the risk of supernormal stimuli experiences creating new social dysfunction and disparities in access to A.I. that have psychosocial implications. We highlight current risks and speculative near-future threats across varied societal domains and economic sectors, including entertainment, healthcare, business, criminal justice, public safety, and defense. We also posit an intersection between A.I. and the emergence of a new theater of war based upon demoralization, which seems likely to intersect with moral panic (with the risk of widespread paranoia or mass hysteria). Finally, we set an expectation for an imminent shock of an “AI Sputnik moment” and provide high-level recommendations to guide the public through this adjustment.

2. Current and Emerging Threats

2.1 Algorithmic Distortions of Reality and Behavioral Manipulation

Social media is one of the most pervasive and influential modern technologies underpinned by A.I. TikTok, and other social media platforms use AI-driven algorithms to create personalized content feeds designed to keep users engaged for as long as possible within filter bubbles of comfortably familiar ideas. These algorithms personalize content and user recommendations based on their past activity and behavior. While these algorithms can be beneficial in helping users discover new content and connections, they can also have negative consequences. Social media algorithms can contribute to the polarization of political views and the spread of misinformation. This issue can occur when algorithms prioritize content that aligns with a user’s preexisting beliefs and values, creating echo chambers in which users are only exposed to information that confirms their views. This can lead to a narrowing of perspectives and a lack of exposure to diverse viewpoints and information, which can contribute to the polarization of opinions and the strengthening of extremist views (Wojcieszak, 2010). In addition, social media algorithms can also contribute to negative perceptions of self-worth by promoting a distorted view of reality (Luxton et al., 2012). For example, social media algorithms may prioritize content that is designed to be attention-grabbing or sensational, which can create a skewed perception of what is normal or desirable. This can lead to feelings of inadequacy or anxiety among users who may compare themselves to others based on their online profiles or posts (Braghieri et al., 2022). Social media use is also linked to depressive disorders and suicidal behavior, especially among young people (Sedgwick et al., 2019).
A.I. is also increasingly used to intentionally manipulate and control others, which can harm people while undermining or violating individuals' rights to freedom of expression, privacy, and non-discrimination. This can occur when tech platforms act as de facto gatekeepers of online speech and content and use their power to enforce their policies and regulations in an arbitrary, biased, or inconsistent manner. One example is the use of algorithms and automated systems to enforce content moderation policies, which can lead to the removal of legitimate speech or the failure to remove harmful or defamatory content. Moreover, using automated bots to prop up opinions and influence others via social media is also a threat. The use of A.I. to suppress speech in social media received much public attention with Elon Musk’s purchase of the social media site Twitter in 2022. The subsequent release of the “Twitter Files” and Congressional hearing revealed deep gatekeeping and biased censorship, not only by the company but also by the influence of the government and powerful political individuals (Sardarizadeh & Schraer, 2022; U.S. House of Representatives, 2023).

The psychological and psychosocial impact of using A.I. to censor and manipulate online content can create a chilling effect on free expression, as individuals may self-censor or refrain from sharing particular ideas or perspectives for fear of being censored or punished by the platform. Psychological studies have shown that the suppression of free speech and expression contributes to negative emotional states (Krovel & Thowsen, 2019; Maitra & McGowan, 2012; Parekh, 2017). It’s firmly established those verbalizing thoughts and feelings increases a person’s sense of control, increases understanding of the motivations of others, and thus reduces anxiety (Ayers, 2009; Niles et al., 2015; Lepore et al., 2000).

2.2 Algorithmic Prejudice and Unfairness

A risk of prejudice is presented by A.I. when it overfits on characteristics that are not germane to the question or which may be secondary indicators of protected characteristics (e.g., whether one buys certain beauty products). The use of A.I. in decision-making processes carries with it the risk of perpetuating and amplifying biases and prejudices that are present in the data and algorithms used to train and operate the A.I. system. This can occur when the A.I. system overfits on characteristics that are not relevant to the task at hand or which may be correlated with protected characteristics such as race, gender, age, or sexual orientation. Algorithmic prejudice is especially troublesome when human oversight is no longer present or has become complacent due to trusting a system too much. Examples such as the Horizon Post Office Scandal illustrate that prejudicial systems that wrongly label and harass people as having committed illegal actions can lead to enormous miscarriages of justice (Peachey, 2022).

Disparities in outcomes that result from algorithmic bias have the potential to cause harm to the health and well-being of people (Luxton & Poulin, 2020). For example, if an A.I. system is trained to identify health risks or to assist in making decisions about medical treatments, but the source data is biased due to under-representative learning samples, such as by race or socio-economic status, then some groups may suffer from less-than-optimal treatment options that lead to degraded health outcomes, or in some situations, no treatment at all. Another example is the use of algorithmic risk prediction in criminal justice systems. Algorithmic bias is a problem for systems that are used to determine level-of-risk for incarcerated persons who are considered for release into the community or when algorithms are used in the sentencing process (McKay, 2020). Actual bias or the perception of bias due to lack of transparency seeds distrust in people, which can lead to feelings of resentment and discontent among those who are negatively affected and thus exacerbate social tensions.
2.3 Supernormal Stimuli

There is a risk that people may become lost within endless fascinating generative worlds created by artificial intelligence (A.I.) and other technologies, leading to a phenomenon known as “irresistible supernormal stimuli.” Having roots in animal behavior and evolutionary psychology (Barrett, 2010), this refers to the idea that people may become excessively drawn to and engaged with artificial stimuli designed to be more appealing or rewarding than their real-life counterparts. The risk of irresistible supernormal stimuli is particularly concerning in the context of A.I. technologies that can generate vast amounts of content, such as virtual reality environments or chatbots that can engage in endless conversations. These technologies can provide an endless source of stimulation and engagement, leading people to become excessively drawn to and reliant on them. The over-engagement with irresistible supernormal stimuli can have negative consequences for individuals’ social and emotional well-being, as it may lead to a lack of connection and fulfillment in real-life relationships. It can also have negative impacts on mental health, as it may lead to feelings of isolation and disconnection from the real world.

2.4 Demoralization and Anomie

While A.I. can bring many benefits, including increased efficiency and productivity, it also carries with it the potential for negative consequences, including the risk of demoralization, humiliation, and discontent among certain segments of the population. One potential risk is that the increasing use of A.I. in various fields may lead to job displacement, as machines and algorithms are able to perform tasks more efficiently than humans. This can lead to feelings of anxiety and insecurity, as well as a loss of pride in one’s work and a sense of meaninglessness. Another issue is the risk of traditional middle management being increasingly given to algorithms for expediency’s sake, resulting in workplaces with potentially less employee autonomy and omnipresent scrutiny of the smallest details, including unfair recording of infractions. It is ironic that as machine autonomy advances, humans are increasingly finding themselves robbed of their own autonomy.

2.5 Alteration of Human Interactions and Trust

Disparities in access to A.I. and perceptions about another’s use of it will undoubtedly alter everyday social interactions, the trust between people, and ultimately psychological well-being (Luxton, 2014). At an individual level, distrust may result when someone comes into contact with another person who’s suspected of using A.I. to give them an unfair advantage.

Imagine a scenario when you meet a stranger who may or may not have a Neuralink™ implant that gives them instant access to cloud-based A.I., allowing them to have detailed knowledge about you. This issue has come into the public spotlight in past years with the development of smart glasses and other smart wearable technologies (Due, 2015; Nonan, 2013; Schuster, 2014). Another scenario is when a colleague may have access to A.I. that provides them with a superior edge over you in particular tasks or domains, from leisure (e.g., a poker game) to professional settings (e.g., a court proceeding). It is now feasible for people to access the capabilities of ChatGPT remotely, or use technology such as A.I. ‘Cyrano de Bergeracs,’ which can whisper answers into Bluetooth earbuds.

Perception of unfair access to and use of A.I. does not need to be in real-time during interpersonal interaction but at any time before or after an interaction. It is probable the uncertainty about whether another person is using A.I. to their advantage during an interaction; however, that may be most problematic from a psychological health
perspective. Knowing there is an advantage allows a person to adjust to and adapt, reducing psychological unease, whereas not knowing is likely to contribute to maladaptive stress, anxiety, and paranoia, consistent with scientific studies documenting the link between uncertainty and problems with mental health (Massazza et al., 2022).

The disparity in access to A.I. technology could also lead to shared distrust and antagonization towards groups perceived to have unfair advantages and privileges because of their access to A.I. If only wealthy elites or governments have access to advanced A.I. and solely possess authoritative decision-making regarding it, then a perception of unfair inequality and distrust among the population would ensue, as do disparities of any other resource (Mirza et al., 2019; Bénabou, 2003; Hargittai, 2011; Van Dijk, 2006). However, a disparity in access or understanding of A.I. may be exacerbated by distrust in the use of technology by the elite to surveil and control others (Wee & Findlay, 2020; Feldstein, 2019; Matthews, 2021; Manheim & Kaplan, 2018).

Competition between governments and corporations to advance and deploy A.I. for strategic and tactical advantages may also have deleterious consequences for psychosocial well-being. This is similar to what was experienced during the nuclear arms race between the United States and the Soviet Union during the Cold War – each side continued to build their nuclear arsenals, promising peace through deterrence and assured mutual destruction. Indeed, the “A.I. arms race” has begun, and while development and strategy may remain clandestine and under secrecy, what results are increasingly aggressive and Machiavellian behaviors and too, fear and distrust among the general population.

The use of A.I. and associated technologies in criminal justice and policing also has implications for social distrust. For example, the increasing use of mass facial scanning and surveillance at public places, such as airports, has the potential to increase psychological distress in the forms of anxiety and distrust among citizens regarding how data about them is used. Surveillance is also linked to behavioral changes, including self-censorship and avoidance of assembly, and the right to protest for fear of retribution (Starr et al., 2008; O’Connor & Jahan, 2014; Kaminski & Witnov, 2015). And as we noted earlier, algorithmic biases that result in disparities in criminal justice outcomes have the potential to increase distrust and increase social unrest.

2.6 AI-enabled Deception

Artificial intelligence (A.I.)-enabled forms of deception, such as deepfakes, refer to the use of A.I. technologies to create and disseminate convincing, yet fake or misleading, images, videos, and other media. These technologies can be used to manipulate the appearance or content of media in ways that are difficult to detect, and that can potentially deceive or mislead viewers.

The use of AI-enabled deception can have a range of negative impacts on social trust and cohesion at the individual, organizational, and societal levels. For example, deepfakes can be used to create and disseminate non-consensual or malicious content, such as revenge porn or harassment, which can have serious consequences for the victims. This can lead to feelings of betrayal, mistrust, and fear, which can have deleterious effects on mental health while further undermining social cohesion. Another concern is that deepfakes and other forms of AI-enabled deception can be used to spread misinformation or propaganda, which can erode trust in information and institutions (Luxton, 2022). This can lead to the erosion of social norms and values, as well as to social polarization and division.
It is essential to be aware of these risks and to take steps to mitigate them. This can include measures such as regulations and policies to prevent the use of AI-enabled deception for harmful purposes, as well as efforts to promote media literacy and critical thinking skills.

2.7 Breakdown of Human Relationships

There is a risk that an over-affinity with A.I. waifus’ (digital companions designed to be attractive and submissive) could lead to a breakdown in romantic and friendship relationships. This risk is particularly concerning in the context of incel identity, where individuals may feel isolated and rejected from romantic opportunities and turn to A.I. waifus’ as a substitute for real-life relationships. This may have negative consequences for individuals’ social and emotional well-being, as it may lead to a lack of connection and fulfillment in real-life relationships. This can also contribute to a breakdown in traditional dating styles, as individuals may rely more on digital interactions with virtual partners rather than seeking out real-life relationships. In addition, the use of “hook-up apps”, which enable dating outside of one’s social circle, can also contribute to a breakdown in traditional dating styles and may lead to a concentration of attention on a few algorithmic-selected matches. This can perpetuate a cycle of social isolation and frustration, as individuals may feel that they are not able to compete for attention and connection with others.

As a society, we remain particularly underprepared for the potential impacts of A.I. on certain vulnerable groups, such as lost youth and hikikomori. ‘Lost youth’ refers to young people who may feel disconnected from society and may lack a sense of purpose or direction in life. Hikikomori refers to a social phenomenon in Japan where individuals, typically young men, become isolated and withdraw from society, often spending most of their time alone in their rooms (Teo & Gaw, 2010). This risk is particularly concerning in the context of A.I. technologies that are able to generate vast amounts of content, such as virtual reality environments or chatbots that can engage in endless conversations and consistent virtual relationships. The over-engagement with irresistible supernormal stimuli can have negative consequences for individuals’ social and emotional well-being, as it may lead to a lack of connection and fulfillment in real-life relationships. Where on one hand, A.I. technologies such as virtual companions may provide social support and reduce social isolation; they can also have negative impacts on mental health, as they may lead to feelings of isolation and disconnection from the real world.

The use of AI-enabled virtual care providers in place of human care providers is another potential threat to human relationships (Luxton, 2014a; Luxton, 2014b). Virtual therapists in the form of chatbots apps and virtual human therapists are becoming increasingly capable and popular, and while they provide numerous benefits, such as 24/7 availability and customization, they also come with some drawbacks. A lack of human connection between a care provider, such as between a psychotherapist and patient, may minimize the humanness in the therapeutic process and potentially diminish the therapeutic relationship, which has been shown to be the strongest predictor of positive therapeutic outcomes (Luxton, 2014b).

2.8 Loss of Human Creativity, Inspiration, and Drive

Emerging generative A.I. is beginning to outdo all the creative achievements and potentials of humans, to include the visual arts, music, and literature. This new AI-generated art will rapidly devalue the creative expression of human artists, not just because it is technically or thematically impressive, but also because it is “cheap” to produce (Luxton, 2022). Many artists and writers have faced significant fiscal and emotional impacts from the present wave of prompt-driven A.I. systems. This economic
reality is depressing for creative types who will no longer be able to eke out a living making art, which is already a famously precarious vocation. Even those whose creative pursuits are merely a hobby may discover that they find their joy and sense of mastery eroded.

However, the future may not be all doom and gloom for human creativity. Generative A.I. can potentially augment human creativity (Dwivedi et al., 2023), perhaps inspiring it while eliminating the requirements of more mundane tasks that burden creativity. This can allow people to explore and experience creative expression in beneficial ways.

But perhaps most troubling moving forward is the devaluing and loss of the human experience recorded and communicated through art since time immemorial. Art communicates the joy, suffering, passion, and beauty of human experience, moving us toward an enlightened state of being. The human race will lose this expression with the ubiquity of AI-generated art. AI-generated art is devoid of human experience and inspiration, and it is soulless, just like an AI-generated virtual human (Luxton, 2022). Why should we care about what is depicted in AI-generated art? The human response to AI-generated art may soon transfer from, “Wow, how did it do that?” to, “Who cares?”

2.9 Dependence on Machines for Problem-Solving and Decision Making

The use of artificial intelligence (A.I.) in healthcare has the potential to transform the way in which healthcare is delivered and experienced by patients. One area in which A.I. could have a significant impact is in the dynamic personal tracking of health, which refers to the use of technologies such as the Internet of Things (IoT) and non-contact means, such as voice or movement analysis, to continuously monitor and track patients’ health (Hilty et al., 2021). Dynamic personal tracking of health has the potential to produce temporal health metrics, which are data points that are collected over time and can provide insight into patterns and trends in patients’ health. This can help to identify potential health issues early on, and can enable healthcare providers to intervene more effectively to prevent or mitigate negative health outcomes. Dynamic personal tracking of health may also have implications for patient autonomy and privacy, as it may involve the collection and analysis of sensitive personal data. It is important to ensure that appropriate safeguards are in place to protect patients’ privacy and to ensure that the data collected is used in a responsible and ethical manner.

The use of artificial intelligence (A.I.) in sciences has the potential to transform the way in which knowledge is generated and transferred. One key aspect of this is the shift towards a bottom-up paradigm of science, in which data is analyzed to identify patterns, rather than following the traditional approach of formulating a hypothesis and testing it. This shift towards a bottom-up paradigm is enabled by the increasing availability of large amounts of data, as well as the development of machine learning algorithms that are able to identify patterns and make predictions based on this data. One potential benefit of this approach is that it can allow scientists to identify patterns and relationships that may not have been evident using traditional methods, and can enable the discovery of new knowledge. However, there is also a risk that this approach may lead to a reliance on machines to find answers to problems rather than on human expertise and understanding. Furthermore, there is a risk that machines may be able to find answers to problems but may not necessarily be able to explain why these answers are correct. This can make it difficult for humans to understand and interpret the results and can limit the transferability of knowledge.

In the context of labor and business, the use of A.I. has the potential to both enhance and disrupt various aspects of the employment relationship. One potential impact of A.I. is
the rise of algorithmic management, which refers to the use of algorithms to monitor and evaluate employee performance, and to make decisions about tasks and responsibilities (Lee et al., 2015). Algorithmic management can lead to the emergence of petty bureaucracies in which employees are subject to an increasing level of micromanagement and control. This can have negative consequences for employee autonomy and dignity, as it may reduce the ability of employees to make their own decisions and exercise their own judgment.

Another potential impact of A.I. in work and business contexts is the return of Taylorism, which refers to a management philosophy based on the idea of breaking down work into smaller tasks and optimizing efficiency through the use of scientific principles. The use of A.I. in tasks such as nudging, which refers to the use of subtle cues or incentives to influence behavior, may lead to a return of this type of management philosophy. The use of A.I. in work and business contexts may also disrupt middle management, as it may lead to the automation of specific tasks and responsibilities that are currently performed by middle managers. This can have negative consequences for the employment prospects and job security of middle managers, who are typically tasked with personnel management but with little leeway for strategic decision-making. There may be a perception amongst upper management of the opportunity to squeeze further performance out of staff whilst reducing middle management headcount through the use of automated management systems (Roberts & Shaw, 2022).

2.10 Psychological Warfare

The defense industry has a long history of Artificial intelligence (A.I.) innovation for various purposes, from weapon guidance systems, cyberwarfare deterrence, command and control of unmanned vehicles, robots, and more. These technological advancements have also benefited other industries through technology transfer. The psychosocial and psychological effects of the use of these technological advancements on persons, however, including adversarial combatants, operators of these technologies, and collateral persons, must not be overlooked. In particular, A.I. can enable a range of risks to psychosecurity, which refers to the protection of individuals’ mental health and well-being.

The psychological effects of the use of unmanned aerial vehicles (UAVs) are one example that has emerged in the last twenty years. Mass traumatic stress experienced by collateral citizens during U.S. military operations in Afghanistan, Iraq, and Pakistan has been reported (Litz, 2007). The inability to observe the presence of circling aerial drones and uncertainty about imminent threats exacerbates the experience of anxiety and reinforces psychological distress (Ullah, 2016).

Another emerging risk is the use of A.I. to conduct Automated Zersetzung attacks, which are designed to demoralize and undermine targeted individuals (Dennis & LaPorte, 2011). Zersetzung (German for “decomposition” or “corrosion”) refers to a range of psychological warfare tactics that are designed to undermine the mental health and well-being of targeted individuals or groups. These tactics may include harassment, intimidation, manipulation, and other forms of psychological abuse and can be conducted through a variety of means, including social media, email, and other online platforms. The goal of Zersetzung tactics is to demoralize and undermine the targeted individuals or groups and to create a sense of uncertainty, vulnerability, and fear. These tactics can be used to interfere with the ability of the targeted individuals or groups to function effectively and to disrupt social and political movements or other forms of collective action. Zersetzung tactics have a long history of use by various states and non-state actors and have been documented in a range of contexts, including political repression, espionage, and counter-terrorism. In recent years, the increasing use of A.I. and other
technologies has enabled the automation and scaling of Zersetzung tactics, leading to concerns about the potential impacts on psychosecurity and social cohesion (Averkin et al., 2019).

The use of A.I. to conduct Automated Zersetzung attacks can have serious consequences for the targeted individuals, including negative impacts on mental health, social connections, and reputation. It can also undermine trust and cohesion within society, as it may lead to feelings of fear and vulnerability among individuals who may feel that they are at risk of being targeted. In the context of security and defense, the use of A.I. for Automated Zersetzung attacks can be particularly concerning, as it allows for the use of psychological warfare tactics in a plausibly deniable manner. This means that it can be difficult to trace the source of the attacks and to hold those responsible accountable, which can further undermine trust and stability within society.

4. Recommendations

There is a need for increased public awareness of the potential impacts of artificial intelligence (A.I.) on society, as well as guidance for governments and regulatory bodies, professional organizations, and individuals working in fields related to A.I., such as clinicians and researchers. One challenge is that A.I. is a rapidly evolving field, and it can be difficult for the public and even for experts to keep up with the latest developments and their potential impacts. And history informs us that new technologies are often rushed to market and deployed before all of the real-world risks are known. This can make it difficult for governments and regulatory bodies to develop appropriate policies and regulations to address potential risks and impacts. Professional healthcare organizations, such as the American Medical Association (AMA) and the American Psychological Association (APA), can play a role in providing guidance and resources to their members on how to responsibly use and interact with A.I. (Luxton, 2014b). This can include guidance on ethical considerations, best practices, and potential risks and impacts. Training is also an essential component in helping individuals working in fields related to A.I. to understand the potential implications of A.I. on society, as well as to develop the skills and knowledge to use A.I. responsibly. This can include training on ethical considerations, as well as training on technical skills related to A.I.

Public health research on the psychological impacts of artificial intelligence (A.I.) can help to inform our understanding of the potential risks and benefits of this technology and can inform the development of standards, certifications, and governance frameworks. There are several professional organizations that have developed standards and certifications related to A.I., such as the Institute of Electrical and Electronics Engineers (IEEE). These standards and certifications can help to ensure that A.I. is developed and used in a responsible and ethical manner and can help to build trust in this technology and its implementation. In addition to standards and certifications, effective governance frameworks for A.I. can help to build trust and confidence in this technology. One key element of effective governance is the inclusion of stakeholders from diverse backgrounds and perspectives, such as the community itself. This can help to ensure that the interests and concerns of all stakeholders are considered and can help to build trust in the governance process.

As we noted earlier in this paper, certain vulnerable groups and populations may be especially at risk for harm by disruptive A.I. Isolated and alienated youth, persons who’ve not had an opportunity to receive education about A.I. technology, persons who do not have access to these technologies, and persons with certain mental health conditions may be especially vulnerable to harm. It is, therefore, essential that the threats to these populations are adequately considered and research on this topic is supported. The
involvement of underrepresented persons and the most vulnerable in decision-making about developing and deploying A.I. technologies has been recommended (Luxton, 2020).

The increasing use of A.I. in our daily lives, primarily when A.I. mediates or supplants human relationships, is especially important, given how this may lead to changes in public morality and social norms. For example, the use of A.I. companions or friends may become more common, leading to situations where people may have dinner or engage in other social activities “alone” with A.I. entities. The development of these types of relationships with A.I. entities may have significant impacts on individuals’ social and emotional well-being, as it may lead to a lack of connection and fulfillment in real-life relationships. It is also possible that these relationships could have an influence on people’s beliefs and values, as it is often said that we become like the people with whom we spend significant time.

One of the most challenging threats to individuals, nation-states, and society we’ve discussed here is Automated Zersetzung attacks. The use of A.I. in fifth-generation plausibly deniable warfare can enable a range of tactical capabilities, such as the ability to conduct complex and coordinated military operations without the need for large, visible military forces. It can also enable the use of covert or indirect means to achieve strategic objectives, such as through the use of drones or cyber operations. One concern with the use of A.I. in fifth-generation plausibly deniable warfare is the potential for it to be used in ways that are difficult to trace or attribute to a specific state or actor. This can create uncertainty and instability within the international system, as it may be challenging to know the motivations and intentions of those responsible for such attacks. It can also make it difficult to hold those responsible accountable, undermining the rule of law and the international order. Investments in systems that can detect and thwart these attacks are needed.

Moving forward, intended or unintended manipulation of human behavior with A.I. will increasingly become a public health concern as recognition has become easier (Luxton, 2022). While behavioral influence and modification, such as with the use of virtual coaches and companions, may be adaptive and oriented to improving health and well-being, this same technology can be used to influence people in ways that cause harm. As we noted earlier, the use of social media bots to persuade and manipulate the public is already evident. The revelations from the release of the “Twitter Files” have undoubtedly damaged trust in governmental institutions that have a duty to protect the health and safety of the public. And while some persons may be most vulnerable and harmed by maladaptive or misuse of A.I. technologies, all of society can suffer from harm when A.I. is used by the powerful to achieve ends that are not in the public’s best interest. Transparency, trust, and freedom from psychological manipulation are paramount in a healthy society, and we must strive to assure public trust in how A.I. technologies are used.

6. Final Considerations

There is a range of potential risks and opportunities for the future of artificial intelligence (A.I.) and society. One opportunity is that A.I. is used to enhance human welfare by improving healthcare, education, and other essential services. For example, A.I. could be used to analyze vast amounts of data to identify patterns and trends that professionals could use to improve public health or to develop personalized learning experiences that help individuals achieve their full potential. Another opportunity is that A.I. can be used to address global challenges, such as climate change, poverty, and inequality. For example, A.I. could analyze data and develop solutions to help mitigate climate change’s impacts or identify and address the root causes of poverty and inequality. On the other
hand, a significant risk is that A.I. is used to harm or exploit individuals or society, either intentionally or unintentionally.

Based on historical events and analysis from an STS frame, it is likely that the reality of A.I. and society will be a blend of positive and negative effects on human well-being. To mitigate risks to public health, it is essential that a Geneva Conventions-style agreement prohibits the usage of demoralization tools against civilians as a crime against humanity. It is also very important that strong investment is made in improving the transparency and auditability of models, along with in-built encryption techniques such as models partly trained on-device, which better respect user privacy and security.
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